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The success of large language models (LLMs) is
pased on their ability to generate linguistic
coherence through probability distributions. These
models deliver impressive results, yet they can
neither verify the semantic validity of their
statements nor guarantee the logical
consistency of their conclusions.

While new model variants and benchmarks promise
advances in the field of reasoning, these
developments are not very resilient in terms of true
result accountability. The model simulates logical
behavior based on stochastic word sequences, but it
controls neither the thought process nor the validity
of its conclusions.

Thus, LLMs hit a methodological limit: they generate
plausible-sounding arguments, but they lack the
ability for systematic problem decomposition and for
the controlled validation of their thinking steps.

Agent-based frameworks attempt to close this gap
through tool use, memory management, and
retrieval. However, such systems are fragile,
difficult to maintain, their decision paths are hard
to trace, and they are prone to unpredictable
behavioral changes. Reliability is compromised,
especially when scalability, explainability, or control
arerequired.
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The architecture we developed supplements existing LLMs with
a structuring cognitive control instance: the Cognitive Control

Unit (CCU).

The CCU does not generate language. Its function lies in the organization and control of the thought

process. Itisresponsible for:

» requesting contextually relevant artifacts from the language model|,
» thestructured storage and updating of these artifacts in the cognitive working memory,
« context composition, i.e., the dynamic selection and weighting of relevant information in the thought

process,

» flow control, i.e., determining which thinking operations are executed when,
« aswellasthe validation of intermediate steps and results for consistency and conformity (using axioms).

The central point is this:

The CCU does not act heuristically, but on the basis of an auditable ‘Cognitive Schema’— a declarative, model-
independent meta-structure. Thus, itis not the result that is architecturally defined, but the path to the result.
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Cognitive Systems: More Than the Sum of Their Parts

more than the sum
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The interplay of the CCU and an LLM forms a new
class of system:

Cognitive Systems—Al systems with explicit
control over their thinking.

Theroles are clearly distributed:

e The LLM provides linguistic expressiveness,
semantic diversity, and interpretations.

e The CCU structures and controls the thought
process—it decides what is valid, what
conclusions are based on, and how complex
tasks are decomposed.

This coupling is not merely additive—it creates a
system behavior that emerges from the
coordinated interaction of both components.

The CCU controls the thought process; the LLM
provides the raw thoughts.

This enables measurable improvements in

several areas:

 Thought paths become explicit and
reconstructible.

o Contexts emerge dynamically, no longer
through static prompting.

 Logical operations (such as deduction) are
structurally embedded, not statistically
learned.

Instead of plausible answers, traceable thought
processes with verifiable artifacts are created:
hypotheses, thinking and argumentation paths,
and validation protocols.
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The transition to formal Systems

The CCU architecture enables not only functional
cognition but also systemic controllability. Through
the Cognitive Schemata and declarative axioms, the
entire thought process is:
« transparent, because steps are explicit,
« reconstructible, because artifacts are
documented,
« and verifiable, because rules and axioms can be
formulated externally.

In contrast to agentic or purely model-based systems,

the following applies:

« the path to the solution is auditable, not just the
result.

o As a provider, we can guarantee that certain
thinking operations have actually occurred and
that thought paths are followed in a binding
manner.

o Deductive steps use axioms — which are also
auditable.

This traceability and external auditability differ
fundamentally from agentic frameworks: while they
delegate control entirely to the LLM, the CCU acts on
the basis of externally auditable rules.

The CCU functions as a meta-controller: it requests
specific artifacts from the LLM and validates each
intermediate step before the next thinking step is
initiated.

This creates a bridge to formal systems in the sense
of Kurt Godel: text as the carrier of semantics and
logic are functionally decoupled, but structurally and
systemically integrated.

The CCU operates as an architectural bracket
between both worlds—a hybrid of free language
space and formal thinking space.
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The transition from language models to cognitive systems is not a model optimization,
but an architectural reorientation. Intelligence arises not from more parameters, but
from the structuring of thought paths.

Cognitive Reasoning enables:

» step-by-step, traceable thinking,
» controllable, contextually derived decisions,

« compatibility with applications that have high requirements for validity,
explainability, and auditability—for example, in law, administration, medicine,
industry, or the energy sector.

This creates a new class of system beyond the purely model-centric way of thinking. With
el, we have already developed the first Al based on this architecture. The achievable
results speak for themselves and demonstrate the current and future potential of
cognitive reasoning.
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